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n énergétique Calcul stable depuis 2014)

: 3.03 PF Rmax (High Performance Linpack)

SUPERCALCULATEUR KAIROS 2025-2031
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SUPERCALCULATEUR KAIROS : PARTITIONS

| Partition Accélérée (GRACE-HOPPER) |

p i i o [ i
(® BullSequana XH3000 (® BullSequana XH3000
s K | 2

XH3000 EVIDEN (refroidissement a cceur -eau chaude)

® Partition Accélérée (Acc.) : 3.2 PF Peak - 3.03 PF Rmax (High Performance Linpack)
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®* 16 noeuds GRACE-HOPPER - 4608 cores ARM (Nvidia) - 64 GPU H200-96 Go HBMS3 (Nvidia)

®* 1 nceud GRACE-HOPPER : 4 x [72 cores ARM - GPU H200] - 864 Go Unified memory - Nvlink

® Partition Massively Parallel Processing (MPP) : 1.5 PF Peak

®* 102 Nosuds de calcul - 19584 cores x86 (Intel)
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® 1 noceud MPP : 2 x processeurs Intel granit 96 cores 2,1 Ghz - MRDIMM - 8,8 Go/s/cceur — 768 go

® Réseau Rapide InfiniBand NDR 200 Go/s

Switch Infiniband L1-L2 NDR

Partition MPP
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SUPERCALCULATEUR KAIROS: SERVICE

[ Racks de Service - KAIROS ]

SERVICE ( 2 Rack air - Hébergement DROCC Tier3+)

® 3 nceuds de logins 5 CLIENT) SW Gigat o Band

®*  3x[2xGranit rapid 96¢c - 384 Go]

® 2 noeuds de visualisation

*  VirtualGL - TurboVNC e

kairosvisu0
Visualization node / X430-E7-2U1N2S

® 2x[2 x Granit-rapid 96¢c - 768 Go - Nvidia L40 48Go]

s . » kairosmem1
® 2 nceuds large mémoire (2 x 1.5 To RAM) S———
High memory node / X430-E8-2U1N2S

eswess( / IBM SSS Switch 8331-S52

¢ Espace NFS permanent 80 To : kakosemety

IBM SSS Utility node 5149-23E

. . kairosio[0,1]
® Espace Temporaire Rapide : 2.3 Po IBM Storage Scale s S

® 400 To NVMe

® 290 Go/s lecture da-nfs[0,1]
NetApp E2812
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® 145 Go/s écriture



O Switch L2 s
¢ ..d SUPERCALCULATEUR KAIROS : SCHEMA
LI Neeud calcul
(%] Noeud GPU
OsFP-0sFP (U412) [XH3000 Rack 1] [XH3000 Rack 2]
e OSFP-4xOSFP @ NL°22
OSFP-2xOSFP 15 \\_-//15

N2

5 5 5 S
Stockage -Drocc -
,,,,,,,,,,,,,,, Scality
20 = 16
a M
78 nceuds 24 nceuds :::: —————————————————————————————————————————
calcul calcul (64 GPUS) Passerelle S3

Figure 1- configuration 1; schéma du réseau rapide IB
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* Service Kairos : 2 Racks Refroidissement Air
+ KAIROS : 2 Rack XH3000 * Hébergement DROCC
» Refroidissement liquide a Coeur

» Eau Chaude
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KAIROS (PARTITION ACC.) : GRACE (CPU ARM NVIDIA)
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72Cores = : & BEF B BER ER EE B
Arm Neovorse V2 Cores H EER R R BB BE =
with 2X Perf/W
Over Today's Server N BN BN NN BN BN W ! * 900G8/s 3,5TF
‘WIVIVIVIVIY NVLink C2C
AR BN BN EER BN
AR ER BR BER EE
NIMe - o By By BN BN uE =
L3 Cache " EE BEE R BEEm BEEE
A T AT O T O T O T * 32Teh
u . e . e - e 4 B - N w NVIDIA Scalable
A ER BER BER BER BE B Coherency Fabec
- . me - = ao |« M P
H ER BER BER BEm BEEm Bm

i S ¥ BN B @
+ » 500GB/s
LPODRSX with ECC

Figure 2: Architecture d'un processeur NVidia grace
b
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KAIROS (PARTITION ACC.) : HOPPER (GPU)

2" Gen Multi-Instance GPU
Confidential Computing

PCle Gen5
(config. KAIROS)
New Memory System
World's First HBM3 DRAM
I Larger SOMB L2
e e e e e e R e e T e Rl B

132 SMs 2x Performance per Clock 4™ Gen NVLink 900GB/s total BW

4 Gen Tensor Core New SHARP support

Thread Block Clusters NVLink Network
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KAIROS (PARTITION ACC.) : GRACE-HOPPER

NVIDIA Grace Hopper Superchip

s546 GB/s i :

@ s, :
& o RA 03 HOPPER  : FTPITNTE
+ = 128 GB/s p | 5 2 GPU g 900 GB/s
S iz :
s AHH >

680 WATT TDP

120 Go LPDDR

96 Go HBM3
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KAIROS (PARTITION ACC.) : NCEUD GRACE-HOPPER

IR

PCle Gen5 GPU NVLINK  ——
x16,x16,x2 COHERENT CPU
per Grace LINK —

|
4 X link IB NDR (200 Go/s)

4x [72 cores ARM - GPU H200]
864 Go Unified memory
200 TF (GPU) - 14 TF (CPU)
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KAIROS (PARTITION ACC.) : NCEUD GRACE-HOPPER

Crédit photo CALMIP

« Lames - XH3000
« 2 neuds GRACE-HOPPER / Lame
 Refroidissement a coeur (DLC) - eau chaude

1 Module Grace-Hopper

| Lame —XH3000

Noeud de Calcul Grace-Hopper W

D
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KAIROS (PARTITION MPP): NCEUD GRANIT-RAPID

Socket : Granit-Rapid 96 cores - 2.1 Ghz

oo RS Noeud : 192 cores - 768 Go - 12,9 TF
FI MRDIMM 8800MT/s

6x UPI 2.0 - 24GT/s

Figure 1- BullSequana XH3150 (TINO): architecture noeud
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KAIROS (PARTITION MPP): NCEUD GRANIT-RAPIDS

 Lames - XH3150
* 3 nceuds GRANIT-RAPIDS / Lame
» Refroidissement a coeur (DLC) - eau chaude

Noeud de Calcul Granit-Rapid

Figure 2- BullSequana XH3150: schéma global EE % caLmip
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s EVOLUTION DES SUPERCALCULATEURS CALMIP

¥
L

’ Calcul_+ 4 770 TFLOPS
Données Temporaires/ Chaudes A 186 KW

y-

38,5 TFLOPS
130KW

1 365 TFLOPS
186KW

\
1,5 TFLOPS
48KW

MAGELLAN SOLEIL HYPERION+ EOS OLYMPE KAIROS

0,04 Tflops 512 CPU itanium 3500 CPU x86 12 240 CPU x86 CECAUEHB G R 24 576

GPU CPU(x86+ARM) +
4 MIP
64 cores S 512 Go RAM 17 To RAMS500 39 To RAM 76 To RAM 64 GPU - 95To RAM

247 TFLOPS
200KW

TURPAN (ARM)

DROCC DATA
DATA « ATLAS » (+8PO MUTUALISES AUTRES
3P0 ENTITES)

Données Pérennes /Froides
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CALMIP DATA MANAGEMENT

CHAUD
DATA \
| g B SCRATCH :
= - = Example : DATA SET used during Espace Temporaire
= = = Learning/Inference .
= =] — Rapide
= - — temporary
5 . SOFTWARE WARM
§ § = HOME - python env.
E § = Back-up
Espace
KAIROS Permanent
HOME
STORE (Scality) FROID
Results — Data Set — Long Term Highly STORE (tenant 3 Po) Tenant CROCC
Secure Default 5+ To / project W
DROCC DATA Tenant Genotoul v

s
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